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Abstract

Text embedding encodes natural language into high-dimensional vectors, enabling efficient retrieval of relevant

documents from large collections. With recent advancements in large language models, it plays a crucial role in

Retrieval-Augmented Generation (RAG) systems. However, since most text embedding models are trained on

English data, they often underperform in languages like Korean, even if they support multiple languages. This

study aims to enhance Korean embedding performance by pre-training the multilingual-e5 model using easily

prepared data from Korean Wikipedia. Our approach resulted in superior performance on the ko-StrategyQA

benchmark, demonstrating that significant improvements can be achieved without extensive resources.
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1. Introduction

The rapid development of language models in recent years

has sparked various innovations in Natural Language Pro-

cessing (NLP). Notably, the emergence of Large Language

Models (LLMs) has broadened research horizons and ex-

panded application scopes [1]. For instance, state-of-the-art

LLMs like OpenAI’s GPT-4o [2] and Meta AI’s LLaMA [3]

contain billions to trillions of parameters, exhibiting out-

standing performance across various NLP tasks due to their

scale.

One of the key technologies for LLM applications is

text embedding, which plays a central role in Retrieval-

Augmented Generation (RAG) systems [4, 5]. Text embed-

ding encodes natural language texts into high-dimensional

vectors, allowing LLMs to dynamically access external

knowledge, thus enhancing their factual accuracy and reli-

ability [6, 7].

However, most text embedding models are primarily

trained on English data, leading to performance degradation

in non-English languages like Korean, even in models de-

signed for multilingual support [8]. To address this issue, we

propose an approach that leverages easily obtainable data

by extracting title-body pairs from Korean Wikipedia to
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pre-train the multilingual-e5 model. This method requires

minimal data preparation and no specialized data collection,

yet significantly improves Korean embedding performance.

Experiments using the ko-StrategyQA benchmark confirmed

that our approach effectively enhances retrieval tasks in Ko-

rean.

2. Related Works

A relevant multilingual embedding model is Microsoft’s

multilingual-e5. The multilingual-e5 is based on the xlm-

roberta model [9], which underwent contrastive pre-training

using 1 billion multilingual data pairs and was supervised

fine-tuned with 1.6 million multilingual data pairs. Other

models include OpenAI’s text-embeddings series, BAAI’s

BGE-m3, and Alibaba’s mGTE model [10, 11, 12]. Although

these models aim to improve embedding quality by leverag-

ing large-scale multilingual data, they still face performance

limitations in low-resource languages such as Korean.

In this study, to overcome these limitations and maximize

embedding performance specifically for Korean, we apply

pre-training to the multilingual-e5. The goal is to achieve

performance that surpasses the limitations of existing multi-

lingual embedding models in Korean retrieval tasks, by lever-

aging readily available data.
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3. Method

3.1 Datasets

For pre-training, we utilized datasets that are easy to pre-

pare and readily accessible. The first dataset is the S2ORC

title-body pair dataset, previously used for model training.

The second dataset consists of title-body pairs extracted

from Korean Wikipedia, which can be obtained without com-

plex preprocessing. We combined these two datasets in a 1:1

ratio to create a balanced multilingual dataset for training.

This approach ensures adequate representation of both En-

glish and Korean data, enhancing the model’s performance

in Korean text embedding tasks using easily prepared re-

sources.

3.2 Pre-training

For pre-training, we followed the setup described in pre-

vious works, using a batch size of 32k and a learning rate

of 1e-5. The model was trained for 1 epoch. We utilized 8

RTX8000 GPUs, each with 48GB of VRAM, to perform the

training. To optimize memory usage and handle large-scale

data efficiently, we employed mixed precision training [13]

along with Distributed Data Parallel (DDP) [14], creating

an efficient training environment.

4. Experiments and Result

4.1 Evaluation dataset

To evaluate the retrieval performance of the embedding

model, we used the Ko-StrategyQA dataset [15], which is a

Korean translation of the StrategyQA dataset [16].

Ko-StrategyQA is a dataset designed to assess the model’s

ability to answer multi-hop questions by retrieving informa-

tion across multiple paragraphs within the Wikipedia do-

main. It is particularly useful for evaluating how effectively

the model can search for and combine relevant information

to respond to complex questions.

4.2 Evaluation Metric

The evaluation metrics used to assess retrieval per-

formance were Normalized Discounted Cumulative Gain

(NDCG) and F1-score. We calculated these scores for the

top 1 and top 3 documents retrieved by the embedding model

based on the query [17, 18].

NDCG is a metric that takes into account the ranking of

the retrieved documents. It assigns higher weights to correct

answers that appear higher in the ranking. In other words,

when a retrieved document is relevant, the score increases the

higher that document is ranked. This metric helps evaluate

how well the retrieval system ranks important documents at

the top of the results.

F1-score is the harmonic mean of Precision and Recall,

which balances these two metrics. Recall represents the pro-

portion of relevant documents retrieved out of all relevant

documents, while Precision measures the proportion of rel-

evant documents within the retrieved set [19]. The F1-score

is high when both Precision and Recall are high, and it de-

creases if either of the metrics is low. This provides an as-

sessment of the model’s ability to achieve both accuracy and

coverage in document retrieval.

4.3 Experiment Result

Table 1 presents the comparative performance results of

various embedding models. Each model’s retrieval effective-

ness is evaluated using NDCG@1, F1@1, NDCG@3, and

F1@3 metrics, assessing the top 1, 3 retrieved documents.

Firstly, the KoE5-PT (Ours) model demonstrated supe-

rior performance across all evaluation metrics. It achieved

an NDCG@1 score of 78.21 and an F1@1 score of 61.89,

surpassing the other models. Additionally, it recorded high

scores in NDCG@3 and F1@3, with values of 76.71 and 57.19,

respectively. This indicates that the KoE5-PT model exhibits

excellent capabilities in information retrieval and question-

answering tasks.

The mE5-large model showed performance close to that

of KoE5-PT. It achieved an NDCG@1 score of 76.86 and an

F1@1 score of 61.07, reflecting generally strong performance.

In NDCG@3 and F1@3, it scored 76.48 and 57.05, slightly

lower than KoE5-PT. This suggests that while mE5-large

is highly effective, it may not consistently match the top

performance of KoE5-PT across all metrics.

The BGE-m3 model achieved an NDCG@1 score of 75.68

and an F1@1 score of 59.68, indicating high performance

levels. In NDCG@3 and F1@3, it scored 74.79 and 55.76,

demonstrating stable performance. However, its results are

somewhat lower compared to KoE5-PT and mE5-large, im-

plying that BGE-m3 may have limitations in certain retrieval

scenarios.

The mGTE model recorded an NDCG@1 score of 70.10

and an F1@1 score of 54.91, showing moderate performance.
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Model NDCG@1 F1@1 NDCG@3 F1@3

BGE-m3 75.68 59.68 74.79 55.76

mGTE 70.1 54.91 70.06 52.55

kf-deberta 60.64 47.19 61.21 46.22

mE5-large 76.86 61.07 76.48 57.05

KoE5-PT (Ours) 78.21 61.89 76.71 57.19

Table 1. Performance comparison of embedding models on the Ko-StrategyQA dataset, evaluating the top 1 and top 3

retrieved documents.

In NDCG@3 and F1@3, it achieved scores of 70.06 and 52.55,

indicating lower effectiveness compared to the top models.

This suggests that mGTE may not perform as well in tasks

requiring high retrieval precision.

Lastly, the kf-deberta model recorded the lowest perfor-

mance across all metrics. It achieved an NDCG@1 score of

60.64 and an F1@1 score of 47.19. In NDCG@3 and F1@3, it

scored 61.21 and 46.22, respectively. This indicates that kf-

deberta is less effective in information retrieval and question-

answering tasks, possibly due to limitations in handling com-

plex queries or diverse datasets.

In summary, the KoE5-PT model exhibits the best per-

formance, consistently achieving high retrieval effectiveness

across various evaluation metrics. This demonstrates that

the proposed KoE5-PT model outperforms existing embed-

ding models in terms of performance, maintaining robust and

reliable search capabilities across different domains.

5. Conclusion

In this study, we improved the Korean embedding per-

formance of the multilingual-e5 model by pre-training it us-

ing easily accessible data extracted from Korean Wikipedia.

Our approach demonstrated superior performance on the ko-

StrategyQA benchmark, showing that significant enhance-

ments in embedding models can be achieved for low-resource

languages with minimal data preparation.
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