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Abstract

In this paper, we propose a progressive ensemble method that adds the advantage of efficiency to existing en-

semble approaches. This method integrates an additional model into the ensemble and fuses a new response only

when the initial language model’s generated result fails to meet a certain threshold. Based on both quantitative

and qualitative evaluations, this paper demonstrates that the proposed method produces comparative results

without invoking all language models every time, and even achieves a higher win rate compared to existing

ensemble methods.
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1. Introduction

With the recent remarkable advancements in large lan-

guage models (LLMs), opening a new chapter in the field

of natural language processing, research on ensemble tech-

niques that merge the outputs of multiple LLMs has also

been continuously conducted [1]. However, despite the en-

semble method’s ability to produce high-quality results, us-

ing multiple LLMs to generate a single output inevitably

requires additional computational resources [2]. Therefore,

to balance the quality of model output and computational

resources, this paper proposes a new ensemble method. The

new ensemble approach involves dynamically merging the

outputs of other LLMs only when necessary, based on the

initial LLM’s output. This dynamic approach offers signifi-

cant advantages in terms of efficiency while also improving

the quality of the generated results. In this paper, we ap-

ply the ensemble technique and conduct comparative exper-

iments with existing ensemble methods to demonstrate the

superiority of the proposed approach. Experimental results

show that the proposed method shows comparative results

compared to the existing ensemble methods. Through this

paper, we aim to contribute to more efficient and effective

utilization of multilingual LLMs.
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2. Proposed Method

The new ensemble methodology consists of three rounds,

each comprising 2 to 3 key components: (1) Response Gener-

ation, (2) Response Ensemble, and (3) Response Evaluation.

In the first stage, Response Generation, the system simply

outputs a generated result for the given query. In the second

stage, Response Ensemble, it takes at least two generated

responses and then removes incorrect portions or combines

the correct parts to create a single output. In the third stage,

Response Evaluation, the system evaluates the generated re-

sponse based on factors like accuracy, relevance to the query,

Korean usage, and fluency of the generated output and as-

signs a quality score between 0 and 1. This sequential pipeline

of response generation, self-evaluation, and ensemble forms

one complete round.

We conduct the first round, and only if the Response Eval-

uation result does not exceed a specific threshold (0.85 or

0.9), the process proceeds to the next round. If the score

exceeds a certain threshold, the ensemble process is not per-

formed, and the current output is used as the final result.

3. Experiments

In the experiment, the Llama3 [3] model is initially used

to generate a response for the query. The evaluation score for

this response exceeded 0.85, so in the Ours (0.85) approach,
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대화형 언어 모델(LLM)이 자신이 정답을 알고 있는지 여부에 대한 속성을 표현하는 것은 
어렵습니다. LLM은 데이터를 학습하고 패턴을 인식하여 예측을 만드는 데 사용되는 인공
지능 모델입니다. 모델이 정답을 알고 있는지 여부에 대한 속성을 직접 표현하는 것은 불
가능합니다.

대신, LLM은 학습 데이터를 기반으로 일정한 확률로 정답을 예측할 수 있습니다. 이 확률
은 모델의 정확도와 관련이 있으며, 모델이 학습한 패턴에 따라 다릅니다. 그러나 모델이 
정답을 확실히 알고 있다고 말하기는 어렵습니다.

LLM의 정확도를 높이려면 학습 데이터의 양과 질, 모델 아키텍처, 훈련 방법 등을 개선해
야 합니다. 그러나 모델이 정답을 확실히 알고 있다고 말하는 것은 그 정확도에 대한 어
떤 보장도 제공하지 않습니다.

Self-awareness.

<wosae>: In-distribution knowledge confidence (IDKC)는 LLM 
(Large Language Model)의속성을, LLM이 자신이 정답을 알고 있음
을 판단할 때 쓰인 term(용어)입니다.

"모델의 자기 인식 능력"

Self-awareness.

LLM 모델이 자기 자신이 정답을 아는지에 대한 여부를 나타내는 속성
을 '자기 인식(self-awareness)' 또는 '모델의 인식(model's awareness)'
이라고 부른다.

Self-awareness

"LLM 모델이 자기 자신이 정답을 아는지에 대한 여부를 나타내는 속성
을 '자기 인식(Self-Awareness)'이라고 합니다."

LLM 모델이 자기 자신이 정답을 아는지에 대한 여부에 대한 속성을 뭐라고 부르는가?질의
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Figure 1. Comparison of results by each model for the question

the Llama3 response is utilized as the final response. When

the threshold is set to 0.9, the response from the KULLM3 [4]

model is fused to generate the response. The experimental

results show that even when only one or two models were

used for the final response generation, instead of ensem-

bling responses from all models, the results are similar to or

on par with those obtained by ensembling all models. This

demonstrates the effectiveness of our method in efficiently

calling language models while maintaining appropriate per-

formance.

4. Conclusion

This paper proposes a simple yet efficient ensemble

methodology and verifies its effectiveness compared to ex-

isting ensemble techniques through analysis. The proposed

method alleviates the inherent efficiency issues of ensemble

techniques while achieving comparative generation perfor-

mance.
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