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Abstract

This paper explores various techniques for transferring pre-trained large language models, such as Llama-2, to

cross-lingual models. We focus on methods that efficiently enhance performance in languages other than English

using minimal data and computational resources. We compare different approaches, including Supervised Fine-

tuning (SFT), Direct Preference Optimization (DPO), and Odds Ratio Preference Optimization (ORPO), and

discuss their merits and limitations in the context of cross-lingual transfer learning.
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1. Introduction

Recent advancements in open large language models

(LLMs) like Llama [1, 2, 3] have significantly enhanced the

ability to understand and generate language similar to hu-

mans. These models have demonstrated remarkable capabil-

ities in a wide range of natural language processing (NLP)

tasks, including text generation, translation, summarization,

and question answering. As a result, there has been consider-

able interest in extending the utility of these English-centric

LLMs to other languages for various applications [4].

However, transferring LLMs to other languages presents

several challenges. These models are predominantly de-

veloped based on English, posing limitations in transfer

learning to other languages [4]. Performance degradation is

likely in non-English languages due to linguistic biases and

the scarcity of pre-training data [5]. Most LLMs are pre-

trained on English data, necessitating additional fine-tuning

to achieve specialized performance in other languages [4].

For instance, languages like Korean, which have significant

grammatical and lexical differences from English, require ad-

ditional training to bridge these gaps.

The process of re-training pre-trained models is imprac-

tical for many organizations due to the high costs involved.

Training large language models from scratch requires sub-

stantial computational resources, which are often beyond
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the reach of small-scale companies and research institutions.

Additionally, the data construction process for Supervised

Fine-tuning (SFT) and Reinforcement Learning from Hu-

man Feedback (RLHF) [6] is time-consuming and expensive.

Ensuring the quality of human-annotated data can be par-

ticularly challenging, as it requires significant human effort

and expertise [7]. This bottleneck is further exacerbated by

the need for domain-specific and high-quality datasets for

effective language transfer.

Given these challenges, there is a pressing need for effi-

cient and cost-effective methods to transfer LLMs to other

languages. Such methods should minimize the computational

resources and data requirements while maximizing the per-

formance of the models in the target languages. This pa-

per explores various techniques for achieving this goal, fo-

cusing on methods that efficiently enhance performance in

languages other than English using minimal data and com-

putational resources.

We compare different approaches, including Supervised

Fine-tuning (SFT), Direct Preference Optimization (DPO),

and Odds Ratio Preference Optimization (ORPO), and dis-

cuss their merits and limitations in the context of cross-

lingual transfer learning. By examining these techniques, we

aim to provide insights into the most effective strategies for

language transfer in LLMs and highlight areas for future re-

search and development.
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SFT Wins Tie SFT Losses

SFT (k = 5) vs. PT (k = 5) 41.6 28.5 29.9

SFT (k = 0) vs. ORPO (k = 0) 21.7 9.6 68.7

Table 1. Comparison of win rates between models optimized with SFT, DPO, ORPO, and baseline models

Model
BoolQ COPA HellaSwag SentiNeg

F1 F1 F1 F1

PT (k = 0) 38.51 57.14 43.29 55.92

SFT (k = 0) 37.56 55.38 43.80 57.70

PT (k = 5) 45.02 58.30 52.31 85.81

SFT (k = 5) 62.46 56.53 49.10 80.55

Table 2. Performance on Kobest Benchmark for 0-shot and

5-shot settings

2. Performance Analysis

To evaluate the effectiveness of different language transfer

techniques, we conducted experiments on the Kobest natural

language processing benchmark. Table 2 presents the 0-shot

and 5-shot performance of various models.

2.1 0-shot Performance

For the 0-shot setting, the pre-trained (PT) model

achieved an F1 score of 38.51 on BoolQ, 57.14 on COPA,

43.29 on HellaSwag, and 55.92 on SentiNeg. The SFT model,

on the other hand, showed slightly lower performance on

BoolQ (37.56), COPA (55.38), and HellaSwag (43.80), but

slightly better performance on SentiNeg (57.70). This indi-

cates that while SFT can improve performance in some tasks,

it may not always outperform the pre-trained model in a 0-

shot setting.

2.2 5-shot Performance

In the 5-shot setting, both models showed significant im-

provements. The pre-trained model achieved an F1 score

of 45.02 on BoolQ, 58.30 on COPA, 52.31 on HellaSwag,

and 85.81 on SentiNeg. The SFT model outperformed the

pre-trained model on BoolQ (62.46) and HellaSwag (49.10)

but showed slightly lower performance on COPA (56.53) and

SentiNeg (80.55). This suggests that SFT can be particularly

effective in scenarios where a small amount of task-specific

data is available.

In addition to the Kobest benchmark, we also compared

the win rates of different models in various settings. Table 1

presents the win rates for models optimized using SFT, DPO,

and ORPO against a baseline model.

3. Conclusion

In this paper, we have examined various techniques for

transferring pre-trained Llama-2 models to cross-lingual con-

texts, focusing on methods such as Supervised Fine-tuning

(SFT), Direct Preference Optimization (DPO), and Odds

Ratio Preference Optimization (ORPO). Our comparative

analysis revealed that each method has its unique strengths

and weaknesses, particularly in terms of computational effi-

ciency and performance in different linguistic tasks.

The results from the Kobest benchmark indicate that

while SFT generally performs well with additional task-

specific data, pre-trained models can still hold their own

in zero-shot settings. ORPO, with its resource-efficient ap-

proach, offers a promising alternative for organizations with

limited computational resources.

4. Limitations

Despite the insights gained, this study has several lim-

itations. Firstly, the impact of varying the ratio of target

language to source language data was not thoroughly ex-

plored, which could affect performance outcomes. Secondly,

the evaluation focused primarily on Korean, leaving the per-

formance in other languages and the source language (En-

glish) under-examined. Thirdly, while we used pre-trained

models for our experiments, the potential benefits of start-

ing with SFT models were not fully investigated. Lastly, the

quality and diversity of the datasets used could influence the

generalizability of the findings.

Future research should aim to address these limitations by

conducting more comprehensive evaluations across multiple

languages and varying data ratios. Additionally, exploring

the integration of different pre-trained models and dataset

qualities will provide a more holistic understanding of opti-

mizing LLMs for multilingual applications.
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