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Abstract

Recent advancements in large language models (LLMs) have led to near-human performance in natural language

processing (NLP). However, as LLMs continue to grow in capacity, the issue of hallucination—where models

generate information that is not factually correct—has become more prominent. To address this, we propose

a multilingual approach to mitigate hallucinations by enabling the model to verify its factuality through self-

checks based on translations of the same knowledge across multiple languages. In our experiments, we use the

KoCommonGEN v2 dataset and the KULLM 3 to identify hallucination cases and exhibit the effectiveness of

our multilingual translation-based mitigation method.
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1. Introduction

The advancement of large language models (LLMs) has

significantly improved performance across various natural

language tasks. As the scope of these models has grown, so

has the demand for them to handle more complex knowl-

edge and reasoning. However, this has led to a growing issue

of hallucinations, where models generate information that is

inconsistent with the input or contradicts real-world facts.

In NLP, hallucinations occur when a model outputs in-

formation that either does not match the input or contra-

dicts facts. Early studies pointed out that the way LLMs are

trained using maximum likelihood estimation can contribute

to hallucinations [1]. Hallucinations can be divided into in-

trinsic, where the output does not match the input, and ex-

trinsic, where the model provides information that is not

factually correct [2, 3]. Several methods have been proposed

to detect, mitigate, and evaluate hallucinations [4, 5, 6].

Previous approaches to mitigating hallucinations often re-

quired extensive resources, such as external databases or fine-

tuned models for specific domains. While these methods are

effective, they can be costly and heavily depend on external

resources [3, 5, 7].

We propose a method that reduces reliance on external
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resources by using multilingual translations to mitigate hal-

lucinations. Many recent open-source LLMs have multilin-

gual capabilities, and they can leverage these to demonstrate

factual consistency. Our approach encourages the model to

self-check its output by translating the same knowledge into

multiple languages.

In this study, we use the Korean language-centric model

KULLM 3 [8, 9] and the KoCommonGEN v2 dataset

[10]. The dataset includes numerical commonsense reasoning

questions, where hallucinations often occur based on incor-

rect factual information, such as misinterpreting numbers.

Our contributions are as follows:

1. We propose a multilingual translation method to mitigate

hallucinations in LLMs.

2. This method reduces the cost of hallucination mitigation

while improving model performance.

2. Method

We utilize LLMs’ ability to retrieve knowledge by prompt-

ing them to translate the same question into multiple lan-

guages, thus enabling the model to recall and verify factual

knowledge across different languages [4]. LLMs often possess

intrinsic knowledge from their pre-training, but they can still

generate incorrect or logically inconsistent answers during re-

call [11].
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Table 1. Experimental results for multilingual translated mit-

igation

Model + Method Accuracy

KULLM 3 0.5354

KULLM 3 + EN 0.5960

KULLM 3 + JP 0.5051

KULLM 3 + EN + JP 0.6012

To enhance this recall process, we translate the same ques-

tion into different languages and use the translated outputs

as additional prompts. In this study, we use Korean as the

primary language, with English and Japanese as supporting

languages to verify factual consistency.

Given the characteristics of the KoCommonGEN v2

dataset [10], we focus on multiple-choice questions. These

questions require combining concept nouns and verbs into

plausible sentences, making them suitable for translation. In

some cases, hallucinated answers were unintentionally cor-

rected during translation. For instance, an incorrect date like

”July 17” was translated to the correct date ”August 15” in

English. To decide the final answer, we calculate the log prob-

ability of each translated option and select the option with

the highest average probability across the three languages.

3. Experiments

Setting We used the KULLM 3 [8, 9] for our experiments,

which is based on the Solar 10.7B [12] and fine-tuned for

Korean and English instructions. The KoCommonGEN v2

dataset [10], specifically the numerical commonsense reason-

ing category, is used for evaluation. This dataset includes

science, math, history, and society-related questions aligned

with compulsory education in Korea.

Result The results are shown in Table 1. When only Ko-

rean is used, the model presents 53.54% accuracy. Adding

English improve accuracy to 59.60%, but adding Japanese

alone result in a slight drop to 50.51%. However, using all

three languages (Korean, English, and Japanese) shows the

highest accuracy at 60.12%.

These results suggest that recalling information from mul-

tiple languages helps improve factual accuracy. However, the

performance drop with Japanese highlights the need to con-

sider translation quality and language compatibility when

using this approach.

4. Conclusion

We propose a multilingual translation-based self-check

method to improve the factual accuracy of LLMs. Unlike

traditional fact-checking methods that rely on external re-

sources, our method allows the model to verify its out-

put through translations. Experimental results using the

KoCommonGEN v2 dataset and KULLM 3 model show

that adding English translations improve the model’s perfor-

mance, but Japanese translations led to a slight performance

decline. This suggests that while multilingual translation can

be effective for mitigating hallucinations, careful language se-

lection is important.
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