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$EVWUDFW� With the advance of pre-trained language models, Named Entity 
Recognition (NER) systems have shown high performance. However, because 
there is not enough labeled data for most languages, including Korean, to learn 
the specific patterns for entities, it has been a challenging problem. In this paper, 
we analyze what language is the best for transferring from their trained 
knowledge to Korean in a low-resource setting. Specifically, we utilize an 
0L0-based language transfer learning approach, where target language is 
treated as a low-resource, sharing common prompt label words between 
languages. Our experiments on ten different languages demonstrate the 
effectiveness of our approach, outperforming fine-tuned model in our language 
transfer setting. In addition, we observe that syntactically similar languages, 
such as Persian which is an agglutinative language can be used to augment 
Korean. 

.H\ZRUGV�� Named Entity Recognition, NER, Language Transfer, Prompt, 
0L0 

�� � � ,QWURGXFWLRQ�

Named entity recognition (NER) is a task that seeks to locate and classify named 
entities in a text into predefined types, such as a person, location, etc. With the 
advance of pre-trained language models (PL0s), NER systems have shown high 
performance >1,�@. However, most of languages usually face data scarce problems, 
unlike high-resource languages such as English >2@. 

In this paper, we perform language transfer from ten languages in the 0ultiCoNER 
>�@ to Korean in a low-resource scenario. Then, we analyze the correlation between 
the languages and Korean. Specifically, we utilize an 0L0-based language transfer 
learning, where target language is treated as a low-resource, sharing common prompt 
label words between languages. 
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�� � � 3UREOHP�6WDWHPHQW�

We hypothesize the source languages are high-resource languages, while target 
languages are low-resource languages. Given training datasets of the source and target 
languages, Ds and Dt, we assume only K examples for each entity class in Dt. After 
we train model using Ds, we transfer the model using Ds. Then, the model is 
evaluated with an unseen test set Dt test. 

�� � � $SSURDFK�

We employ 0L0-based language transfer learning to analyze the correlation between 
languages. Specifically, we add virtual label words treated as entity classes to the 
model’s vocabulary. Then, we train these virtual prompt words and the model using a 
source language and transfer it to a target language. For example, a prompt word 
µ[PER]’ is trained in the model’s vocabulary to replace the superficial label µperson.’ 
Note that this prompt words can be utilized as language-independent features in out 
approach. 

�� � � ([SHULPHQWV�

���� � � ([SHULPHQWDO�VHWWLQJV� �

To get advantage of multilingual, we use 0ultiCoNER >�@, a large multilingual 
dataset for NER that covers 11 languages, including Bangla (BN), Hindi (HI), 
German (DE), Chinese (=H), Korean (KO), Turkish (TR), Dutch (NL), Russian (RU), 
Farsi (FA), English (EN), and Spanish (ES). 

���� � � ([SHULPHQWDO�UHVXOWV� �

7DEOH���  Experimental results on the language transfer.  

K BNÆ
KO 

DEÆ
KO 

ENÆ
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NLÆ
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TRÆ
KO 
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KO 

K=0 26.68 2�.88 26.�� 2�.2� ����� 28.2� 2�.�8 1�.0� 2�.�8 2�.6� 
K=5 2�.�� 28.�8 2�.1� 2�.68 ����� 2�.�� �0.12 2�.�� 28.68 2�.8� 
K=10 ��.1� ��.6� ��.2� ��.6� ��.�� ����� ��.�8 ��.�1 �2.�8 �2.8� 
K=20 ��.�� �6.�� �8.26 ��.�0 ��.6� �8.00 ��.8� ��.�� �6.�8 ������
K=50 �2.�2 �2.�1 �2.�� ��.06 �1.2� ��.1� �1.�� �2.�6 �2.�6 ������
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The experimental results of language transfer on a low-resource setting is shown in 
Table 1. First, we observe that FAÆKO shows the best performance when data is 
extremely scarce. The first thing to notice is that Farsi is an agglutinative language 
that is similar to Korean. When the amount of data gets larger, =HÆKO rapidly 
improves, especially K=20. We attribute this to common feature of Chinese 
characters between Korean and Chinese.  

7DEOH���  Experimental results on a full-shot language transfer setting.  
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tuning 

2�.�0 2�.66 2�.�2 28.22 2�.20 ����� 2�.�� 22.81 22.�� 2�.6� 

0L0-
based 

��.�2 ��.�2 ��.�� ��.�2 ��.�0 ��.�1 ��.�2 ��.20 ��.�8 ������

 
Table 2 shows the performance in a full-shot language transfer setting. We observe 
that 0L0-based language transfer using prompt words also gets the advantage in a 
full-shot language transfer setting, outperforming fine-tuning model’s performance. 

�� � � &RQFOXVLRQ�

In this paper, we study the correlation between languages and Korean by using 0L0-
based language transfer learning with entity prompt words. Our experiments on ten 
different languages demonstrate the effectiveness of our approach, outperforming 
fine-tuned model in our language transfer setting. In addition, we observe that 
syntactically similar languages, such as Persian which is an agglutinative language 
can be used to augment Korean. We hope that our study promotes low-resource 
language transfer learning in NER task.  
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