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Abstract. Automatic evaluating commonsense reasoning is one of the 
problematic areas. However, the importance of evaluating the commonsense 
reasoning ability of language models in natural language processing research is 
increasing. Therefore, we propose an evaluation metric for Korean 
commonsense reasoning using BERT.  
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1 Introduction 
In recent natural language processing research, there is no concrete method to evaluate 

commonsense reasoning. Commonsense reasoning is difficult to score with traditional 
evaluation metrics based on explicit rules or algorithms [1,2]. Even in most recent research 
based on commonsense reasoning, evaluation metrics that can compute commonsense 
reasoning ability are not individually used. 

Therefore, we propose an evaluation metric for commonsense reasoning based on the 
language model BERT [3]. :e use a pre-trained Korean language model, KLUE-BERT, to 
predict scores on commonsense reasoning ability by fine-tuning with data that humans labeled 
on short sentences. 

 
2 Proposed 0etric 

BERT is a Transformer-based [4] encoder architecture and representative language model 
based on pre-training. Pre-training ensures that BERT has sufficient prior knowledge of a 
particular language. In addition, BERT is a multi-task learner and can be applied to various 
natural language understanding downstream tasks. 

:e employ the features of these pre-trained BERT. BERT learns Korean sentences with 
scoring two categories such as �fluency� and �commonsense.� [5] Korean native human 
annotators were recruited as crowdsourced and scored based on the Likert scale. The human-
annotated dataset is equal to the sum of the two categories. The range of the score is between 0 
and 4. 
 

3 ([periments 
 
Table 1. Performance of BERT for Korean commonsense reasoning. 
 

Model Spearmanr 
BERT 75.73 
RoBERTa-base 77.12 
RoBERTa-large ��.51 
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In this paper, we use human-labeled data for machine-generated sentences for fine-tuning 
BERT. The fine-tuned BERT shows performance as described in Table 1. The Spearman 
correlation in Table 1 shows a strong positive and exhibits that the model results are 
considerably similar to those evaluated by human annotators. 

 

Table 2. Pearson correlation with evaluation metrics. 
 

Table 2 presents Pearson correlation with other traditional evaluations metrics and ours. 
Traditional evaluation metrics show a low correlation with humans. However, our proposed 
metric highly correlates with humans and other evaluation metrics. 
 

4 Conclusion 
The evaluation metric for commonsense reasoning still needs more research. In particular, 

research on Korean commonsense reasoning is quite insufficient. :e hope that our research 
will contribute significantly to Korean commonsense reasoning research. 
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Metric 

Pearsonr 
BLEU4 BERTScore Ours Human 

BLUE4 [1] - 0.4 0.44 0.42 
BERTScore [2] 0.4 - 0.44 0.39 
Ours 0.44 0.44 - �.�� 
Human 0.42 0.39 �.�� - 


