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$EVWUDFW� Fortune telling refers to the work of generating an interpretation text 
suitable for a given fortune category (i.e. saju). Traditionally, interpreting given 
fortune category has been recognized as the realm of the human being, but 
through this study, we explore the possibility that the area of fortune telling can 
also be replaced by artificial intelligence. In this study, we design a deep 
learning-based model that generates interpretations sentences based on the 
types of fortune category and noun keywords to be included in the 
interpretation, inspired by recent studies in the field of natural language 
generation. We propose that, through this, it is possible to reduce the expert-
level efforts reTuired in generating fortune telling, and at the same time, to 
create texts with various expressions. 

.H\ZRUGV�� Natural Language Processing, Natural Language Generation, 
Conditional Generation, Pretrained Language 0odel, Fortune Telling 

�� � � ,QWURGXFWLRQ�

From a technical point of view, the fortune telling means the work of generating an 
interpretation text for a given fortune category (i.e. saju). Generally, each fortune 
category is determined by the information such as the date of birth. Then the 
interpretation of the corresponding category is generated by the professional human 
fortune tellers.  
Traditionally, interpreting given fortune category has been recognized as the realm of 
the human being. However, we explore the possibility that the area of fortune telling 
can also be replaced by artificial intelligence. Through the advent of the pre-learning 
language models such as GPT2>1@ and BART>2@, reTuirements for the effort of 
human beings in natural language generation tasks, including summarization and 
machine translation, have largely been. This paper assumes that by applying the 
current natural language generation research to this, the artificial intelligence model 
will be able to carry out the area of solving the four weeks in which humans are 
currently playing a major role. 
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In order to utilize a deep learning model, we reconstruct the fortune telling task in a 
form that can be learned through the model. This means that the fortune telling is 
interpreted as the conditional generation task that generate interpretation text by 
grounding keywords that would be included in the interpretation text and fortune 
category. We propose that by utilizing this model, it is possible to significantly reduce 
the manpower reTuired in fortune telling generation, and to generate an interpretation 
with a further rich expression. 

�� � � 3URSRVHG�0HWKRG�

In order to perform the fortune telling task through a deep learning model, we 
reconstruct the fortune telling task in a form that can learn the model. In our task, 
language generation model is fed a fortune category and keywords to be included in 
the interpretation. Then the model is trained to generate the corresponding fortune 
telling interpretation text. This task is inspired by the common sense text generation 
task (CommoGgen)>�@, where several noun and verb keywords are fed into the model 
as input and model is argued to generate fluent sentences that include all of the given 
keywords.  

To this end, we segment the fortune telling interpretation text into sentences and 
extract keywords included in each sentence. To extract keywords in sentences, we 
utilize mecab-ko1, a Korean morpheme analysis framework. After that, a single input 
seTuence is constructed by concatenating both the noun keyword and the fortune 
category, and based on this, the model is trained to generate the related fortune telling 
interpretation text.  

�� � � ([SHULPHQWDO�6HWWLQJ�

The data used in this study were provided by the FLES, which operates the fortune 
telling contents, for research purpose. The data consisted of a total of �6.862 
sentences and a total of 1�1 fortune categories, and we used compose train, valid, test 
split by applying 8�1�1 ratio. We used BART and GPT2 as pre-trained language 
models, and all learning was conducted using a single A6000 GPU.  

�� � � 0DLQ�5HVXOWV�

7DEOH����([SHULPHQWDO�UHVXOWV�

 BLEU score BERT score
GPT2 16.62� ��.�0� 
BART ��.�1� �6.�80 

                                                           
1 https���bitbucket.org�eunjeon�mecab-ko-dic�src�master� 
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  We confirmed the generation result using the given test dataset. To evaluate the 
performance of the model, we generated 20 interpretation sentences through a beam 
search decoding strategy. Then, the performance was evaluated by comparing the 
average score of the bleu score and the BERT score between these sentences and the 
reference sentence. As can be seen from the experimental results, it was difficult to 
see that GPT2 generates sentences that are highly related to the correct answer, but it 
can be confirmed that the model using BART can generate sentences with high 
correlation. This shows that our proposal can create artificial intelligence models that 
replace human effort. 

�� � � &RQFOXVLRQ�

We proposed a deep learning-based fortune telling model the generate interpretation 
text through the keywords and fortune category. By combining the technologies of 
CommonGen research and generative control research, which are currently being 
studied, we replaced the an artificial intelligence system that generates the 
corresponding keynote answer based on the keynote type and noun keyword. As a 
future study, we plan to conduct research to apply various decoding strategies. 
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