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$EVWUDFW� Commonsense knowledge graph is a structured knowledge 
representation method that graphically expresses commonsense included in the 
corpus. The most widely used commonsense knowledge graph at present is 
ATO0IC. However, research to build this in Korean is not yet active. 
Therefore, in this work, we propose a method for constructing a Korean 
commonsense knowledge graph using existing commonsense-based datasets as 
inputs to one of the most powerful generative models, GPT-�. 
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Commonsense inference is one of the major research fields in deep learning-based 
natural language processing. For natural commonsense inference, this knowledge 
must be reflected in the model. To this end, research has been actively conducted to 
express the reasoning process with a commonsense knowledge graph. 

Representative studies include ATO0IC >1@, which expresses a knowledge graph 
as an Event and If-Then relationship, deduces an ungiven relationship based on it, and 
Symbolic Knowledge Distinction >2@, which automatically generates commonsense 
information by learning the results of a large-scale corpus-trained teacher model. 

However, there is no commonsense knowledge graph composed of Korean. 
Therefore, this paper proposes a method of constructing a Korean commonsense 
knowledge graph using the KommonGen >�@ dataset, which generates Korean 
sentences that conform to commonsense based on keywords, as input sentences for 
GPT-� >�@. 

�� � � 0HWKRG�

In this paper, we generate a new inference sentence that considers the given 
premise sentence and relation tag by inputting the sentence of the KommonGen 
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dataset and the relation tag of ATO0IC into the GPT-� generation model. When the 
GPT-� sentence generation model receives a prompt, the model infers and generates 
the content after the corresponding sentence. In this paper, we generate a 
commonsense knowledge graph by organizing prompts in Korean and English, 
respectively. 

�� � � (YDOXDWLRQ�

In this paper, we compute Shannon entropy and cross entropy from an information-
theoretic perspective on two commonsense knowledge graphs generated with GPT-�. 
Table 1 shows that the indicators of the two graphs are almost the same, because the 
two graphs used some of the completely identical KommonGen premises sentences, 
resulting in only a slight difference by the language that constitutes the input prompt. 

7DEOH���  The Result as calculated from Shannon Entropy, Cross Entropy for the information 
volumes of Korean Knowledge Graph generated with GPT-�. The input prompts for each graph 
are Korean(DKo) and English(DEn) 

Shannon Entropy Cross Entropy 
H(DKo) �.26 H(DKo, DEn) �.�1 
H(DEn) �.�0 H(DEn, DKo) �.16 

 

�� � � &RQFOXVLRQ�

In this paper, we propose a method to use the KommonGen dataset as an input to the 
GPT-� generation model to construct a Korean commonsense knowledge graph. 
Currently, additional verification of the availability of commonsense knowledge 
graphs generated by the proposed method is needed, but improvement work on 
Korean commonsense knowledge graphs will be carried out through additional data 
collection and correction. 
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