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$EVWUDFW� The cold start-problem is a chronic problem in terms of providing a 
recommendation system. For this reason, we propose a recommendation system 
based on base properties that can alleviate the cold start problem. In order to 
verify the proposed methodology, a Tualitative evaluation is conducted based 
on the Korean movie review dataset collected by ourselves.  

.H\ZRUGV�� Recommendation system, Cold-start problem, Text 
recommendation 

 
�� ,QWURGXFWLRQ�

The recommendation system is a technology that is practically helpful to the end-user 
because it can provide personalized items through the user's history >1@. 

However, since collaborative filtering data operates based on a user's individual ranking 
history, a personalized data set in the service is necessary, and public data or external data 
cannot be used. This is a cold-start problem that, when modeling a specific system based on 
collaborative filtering, not only must a pre-established service exist to obtain user history data, 
but also the design is possible after securing many users. 

Therefore, this study proposes a base-property-based recommendation system that is not 
affected by the cold start problem by applying a text content-based filtering method. Since this 
is a text search system that reflects the latent vector that reflects the user's preference that the 
ranking-based search system cannot solve, it has the advantage of being free from the cold start 
problem. 
�

�� 3URSRVHG�0HWKRG�
Feature extraction extracts feature using a user's score and text pair. In this study, the key to 

feature extraction is to extract keywords that can describe items in a sentence or indicate a 
review score. There are two methods for keyword extraction� dynamic extraction, which is a 
method of dynamically extracting keywords using KeyBERT >2@ among deep learning models, 
and static extraction, which extracts keywords by defining them in advance to fit the domain. 
Filter texts under the hyperparameter review score threshold and sentence length, extracted text 
based on the keyword is extracted. 

The extracted keyword is not a simple freTuency counting but an item index that reflects the 
weight of the review score and the number of appearances of each keyword to reflect the 
review score. 
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The table search extracts the keywords of the entered sentences and searches for the keyword 
with the highest score among the generated keywords in the counting matrix. The top-k 
rankings are searched by sorting non-zero occurrence keywords in descending order. 
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�
7DEOH��� Recommendation performance in Naver 0ovie reviews. 
�

0odel Acc#� 
TF-IDF 2�.6 
B02� 1�.0 
Key-rec (ours) �����

 
Experimental results are rounded to two decimal places. Our proposed method shows that it 

is possible to build a text recommendation system that overwhelms the existing search-based 
algorithms. 
 

�� &RQFOXVLRQ�
Our study aims to solve the chronic problem of the recommendation system, cold start. In 

addition, it was possible to build an efficient recommendation system not related to cold start 
through text and a table that reflects the ranking score. 
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