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Abstract

Recently, Large Language Models (LLMs) have been attracting global attention by displaying strong performance

and high user satisfaction. In this paper, we explore the wit of GPT-4 by utilizing riddles. We investigate how

the GPT-4 model responds to riddle questions. Through error type analysis, we conclude that GPT-4 possesses

creativity while also having an issue of hallucination.
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1. Introduction

Recently, the emergence of large language models (LLMs)

has garnered global attention due to their impressive per-

formance improvements and user satisfaction. LLMs have

showcased superior performance in both quantitative and

qualitative assessments, as well as in human-like evaluations,

compared to pre-trained language models. Notably, various

LLMs such as T5 [1], GPT-3 [2], OPT [3], FLAN-T5 [4],

LLaMA [5, 6], InstrucGPT [7], ChatGPT [8], and GPT-

4 [9] have sequentially emerged, consistently breaking records

in tasks such as question-answering, conversational systems,

and summarization. In this paper, in terms of creativity, we

explore the wit of GPT-4 [9]. Wit is an ability grounded in

abstract thinking and creativity, and this paper aims to eval-

uate whether GPT-4 possesses such capabilities. We choose

riddles as the evaluation task, as wit is connected to intelli-

gent humor and wordplay. Riddles are composed of witty and

humorous question-and-answer pairs, and the model’s infer-

ence results for the questions can be used to judge GPT-4’s

creativity and abstract thinking abilities [10, 11, 12, 13, 14].

The experiments in this paper are conducted by present-

ing riddle questions to GPT-4 in the form of prompts and

obtaining results through model inference. Through this, we

aim to analyze the types of errors generated by GPT-4.

We confirm that while GPT-4 has considerable creativ-
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ity, it still cannot escape issues like hallucination. Thus, we

conclude that there is a need to perform tasks using wit ap-

propriately without inducing hallucination.

2. Methods

The riddle data is collected through web crawling. For the

model, we leverage GPT-4, a state-of-the-art model as far as

we know. We input the query of the riddle with a definition

of the “riddle” and its data samples. For the number of data

samples, we select 16 shots after the empirical experiments.

3. Experiments

We analyzed the types of errors made by GPT-4, and the

results are shown in Table 1.

In the first row in the Table, the GPT-4 outputs an exist-

ing entity as the inference result; however, this is completely

unrelated to the query. Conversely, in the second row, it out-

puts the term “유돈날” which appears to be related to the

query but is a non-existent entity, thus inducing hallucina-

tion.

There are also results where an entity that was neither rel-

evant nor existent was generated; for example, when asked

about the hottest fruit in the world, the model responds

with “파이낸초(파이어+망고)” which is completely irrele-

vant. Through this, we confirm that the model generates

multiple hallucinations when it cannot solve problems using

its intrinsic knowledge. Hallucination is a consistent issue
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Question Answer LLM Inference Results
Relevance to

Query

Entity

Existence
-

직접 만든 총은? 손수건 셀프카메라 X O

설날에 용돈을 하나도 못받으면? 설거지 유돈날 O X Hallucination

세상에서 가장 뜨거운 과일은? 천도복숭아 파이낸초(파이어+망고) X X Hallucination

아마존의 창업자는? 아마존 제프 베조스 O O Common-sence knowledge-based answer

걸어가면서 길 위에 도장 찍는 것은? 지팡이 발자국 O O Answer with wit

Table 1. Error analysis on the GPT-4 model’s response

with LLMs and can occur when thinking variously, such as

creativity or wit, leads to excessive divergence. Therefore, we

conclude that responses should be generated that possess ap-

propriate wit without threatening consistency, fluency, and

relevance.

The fourth row is an incorrect answer considered from a

perspective that does not base the task understanding on

riddles; in other words, the LLM was considered incorrect for

generating a common-sense answer rather than a witty one.

Finally, although it was considered incorrect through EM

and F1 scores in the fifth row, qualitative analysis find that

the model has a considerably excellent ability for wit and

inference. Therefore, we conclude that, overall, the LLM can

perform tasks that go beyond simple tasks and can generate

answers that appropriately utilize inference and wit.

4. Conclusion

This paper conducts an exploration of the wit of GPT-4

based on their ability to solve riddles. The analysis found

that while some of the responses from GPT-4 were consid-

ered incorrect, they were notably creative and witty. These

results have been validated through various examples, and

it is assumed that the GPT-4 generated them based on its

capabilities in creativity, abstract thinking, wit, and reason-

ing. Although the model shows excellent capabilities in di-

vergent thinking, excessive divergence leads to hallucinations

and generates non-existent entities or expressions. Therefore,

we conclude that there is a need to perform tasks requiring

creativity while appropriately utilizing wit without causing

hallucinations.
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