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Abstract

Instruction tuning-based LLMs are applied to various industries as various tasks can be reasoned in zero-

shot regardless of domain. For example, ChatGPT and GPT-4 provide services as commercial APIs, attracting

a wide range of users with easy access to their services. However, ChatGPT and GPT-4 can cause security

problems for companies by collecting conversation history data, and they can also lead to reliability issues of

corporate documents due to the hallucination of the generated results. Since LLM-generated texts have secured

a level of fluency similar to humans, it can significantly limit corporate activities if LLM-generated texts cannot

be identified in the industrial field. However, there are no Korean LLM writing detection services. In this

paper, we propose the CheckLLM-Ko dataset for training Korean Korean LLM written document detectors.

The CheckLLM-Ko dataset targets the domain of documents written in the literary and technical writing style

often used in the industrial field and represents the LLM written style in three levels: paragraph-level, sentence-

level, and token-level. Our dataset comprises various degrees of LLM writing style, and to our best knowledge,

it is the first dataset for training the Korean LLM writing detection model.
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1. Instruction

Instruction tuning, learning to follow instructions, and

increasing parameter sizes have ushered in the era of very

large language models (LLMs). Instruction tuning refers to a

method of learning to produce output y aligning to a instruc-

tion xI for a task given a simple x, y input and output [1].

Instruction tuning is known to be a key factor in increas-

ing the generalization capability of LLMs comparable to the

performance of task-specific fine-tuning models without the

need for additional task-specific training [2, 3]. ChatGPT [4]

and GPT-4 [5] are LLMs trained by Instruction tuning and

have reached about 100 million users by providing commer-

cial APIs1. Moreover, the adoption of LLMs in industry is

on the rise thanks to their ability to produce outputs that

meet the user’s intent and their ability to be applied to a va-

riety of tasks regardless of domain. In particular, the use of

LLMs is expanding across industries, from the clerical work

∗Corresponding author
1https://www.theguardian.com/technology/2023/feb/02/

chatgpt-100-million-users-open-ai-fastest-growing-app

for writing reports and essays2 to the creative work such as

marketing and advertising copywriting3.

However, there are limitations to the industrial use of

LLMs in their current commercial API form. ChatGPT and

GPT-4 collect data on the conversation history of the user’s

interactions with the LLM for the purpose of further training

the model4. Therefore, if company use ChatGPT and GPT-

4 in their daily work, inputs that contain corporate poli-

cies, confidential information, or personal information may

be provided to OpenAI and cause security issues. Also, when

using LLM to create and modify corporal documents without

taking appropriate measures, they may end up with halluci-

nated information and major errors in the work process and

results. Given the capabilities of LLMs fluent generation, it

is difficult to determine if the hallucinations present in their

work [6, 7].

2https://www.cbsnews.com/news/

chatgpt-chatbot-tiktok-ai-artificial-intelligence/
3https://www.fastcompany.com/90833253/ryan-reynolds-

used-chatgpt-to-make-a-mint-mobile-ad-and-the-results-were-

mildly-terrifying
4https://openai.com/policies/terms-of-use
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Training Validation

행정문서대상기계독해 60,000 168

에세이글평가데이터/글짓기 20,000 56

에세이글평가데이터/대안제시 20,000 56

에세이글평가데이터/설명글 20,000 56

에세이글평가데이터/주장 20,000 56

논문자료 요약 40,000 104

요약문및레포트생성 40,000 104

#document 220,000 600

Table 1. Summary of training and validation dataset of

KoCheckGPT

To mitigate these issues, this paper proposes CheckLLM-

Ko, a dataset for training Korean Korean LLM written

document detectors. CheckLLM-Ko inherits the vocabulary

and phrases usage pattern of LLMs when generating docu-

ment. CheckLLM-Ko targets the domain of documents writ-

ten in the literary and technical writing style often used in

industrial field. The dataset is represented in three-levels:

document-level, sentence-level and token-level to mimic hu-

man’s LLM usage to write the whole document from scratch

or revise the words in the sentences.

In order to accurately classify between human-written

and LLM-written documents, this paper builds a training

and evaluation dataset by prompting LLMs to paraphrase

human-written documents using publicly available Korean

datasets. In our experiment, we find that the multilingual

LLM written document detecotr, ZeroGPT, shows poor de-

tection performance meaning that their lacks of LLM written

document detector that specializes in Korean language.

2. Methods

The CheckLLM-Ko training and validation dataset was

constructed using ChatGPT. The dataset was built by se-

lecting a public Korean dataset as a human-written text

and prompting ChatGPT to paraphrase some of the con-

tent in the document. The prompts are shown in Table 2.

The document-level and sentence-level prompt is organized

to include ”in your style” keywords to capture the language

patterns of LLM and ”same meaning” keywords to preserve

the semantics of existing documents. For the token-level, we

include both ”do not change the content” and ”preserve the

tone of the document” to change the document in the subtle

Prompt Objective Text

Document-level

아래의 ‘Document‘를 당신의 스타일의

새로운 document를 작성하세요. 단,

당신이 작성한 ‘Document‘는 이전의

‘Document‘와 상관 없어야 하며, 당신

이 작성한 document만 출력해야합니다.

{document}

Sentence-level

아래의 ‘Document‘를 당신의 스타일

로 페러프레이즈 하여 동일한 의미의

document로 변환해주세요. 단, 당신이

작성한 document만 출력해야합니다.

{document}

Token-level

아래의 Document에서 {sentence}을
당신의 스타일로 수정해주세요. 단 나

머지 문장은 내용을 바꾸면 안됩니다.

문장의 내용을 바꿀 때 원본 문장의

어투를 유지해야하며 특수문자는 그대로

남겨주세요. 바꾸지 않은 문장은 그대로

놔주세요. {sentence}

Table 2. The prompt for constructing CheckLLM-Ko

way.

3. Experiment

Summary statistics of the dataset for training and val-

idating KoCheckGPT are shown in Table 1. To construct

the dataset, we use paraphrased and written texts as source

datasets, including machine reading comprehension data for

administrative documents published on AI hub: 5, essay writ-

ing evaluation data: 6, thesis summaries: 7, and summary

and report generation data: 8. To verify the performance of

existing LLM written document detector, we perform exper-

iment on the ZeroGPT9, an English and multilingual LLM

writing discriminator, in terms of the binary classification.

The performance is evaluated in Accuracy, F1-score, Recall,

and Precision.

Table 3 shows the binary classification performance of the

ZeroGPT. The Accuracy and F1-score of were 56.00 and

50.00, respectively, which are close to the results of random

classification.

5https://www.aihub.or.kr/aihubdata/data/view.do?

currMenu=&topMenu=&aihubDataSe=realm&dataSetSn=569
6https://www.aihub.or.kr/aihubdata/data/view.do?

currMenu=&topMenu=&aihubDataSe=realm&dataSetSn=545
7https://www.aihub.or.kr/aihubdata/data/view.do?

currMenu=&topMenu=&aihubDataSe=realm&dataSetSn=90
8https://www.aihub.or.kr/aihubdata/data/view.do?

currMenu=&topMenu=&aihubDataSe=realm&dataSetSn=582
9https://www.zerogpt.com/
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Model Accuracy F1 Recall Precision

ZeroGPT 56.00 50.00 56.00 61.00

Table 3. ZeroGPT, KoCheckGPT comparison result

4. Conclusion

In this paper, we propose CheckLLM-Ko, which represents

human’s Korean document writing usage assisted with LLM

at the token, sentence and whole document level. We con-

structed a dataset for training and validating LLM written

document detector, and contributed to future research on

Korean LLM written document detection. We find that Ze-

roGPT shows poor classification performance in which calls

for LLM written document detector that specializes in Ko-

rean language. We plan to propose a Korean LLM written

document detector that is robust to the document domain

by building a dataset of multi-domain documents and con-

ducting further training.
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