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Abstract

The relation extraction task is inferring an appropriate relationship between two entities from a text. It is

the basis for application tasks such as building a knowledge base and answering questions. Recently, excellent

performance has been achieved by utilizing the inherent knowledge of large generative language models in nat-

ural language processing, and there is a need to explore ways to actively utilize this in relation extraction,

a representative information extraction task. In particular, based on the importance of research on relation

extraction in low-resource, especially zero-shot environments resulting from the similarity to the real-world rea-

soning environment, many existing studies have demonstrated the significance of applying effective prompting

techniques. Therefore, this study conducts a comparative study on inference in a zero-shot environment by uti-

lizing various prompting techniques for large language models in Korean relation extraction, thereby supporting

the optimal large language model prompting technique for extracting Korean relationships in the future. In

particular, three prompting techniques, including Chain-of-Thought and Self-Refine, which showed significant

performance improvement in other challenging tasks, such as common sense reasoning, are introduced to Korean

relation extraction to provide quantitative/qualitative comparative analysis. According to the experimental re-

sults, prompting that includes general task instructions rather than Chain-of-Thought and Self-Refine techniques

quantitatively shows the best zero-shot performance. However, rather than pointing out the limitations of the

two methods, this can be interpreted as implying the need for optimization in the Korean relation extraction

task, and it is expected to be improved through various experimental studies that develop these methodologies

in the future.
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1. Introduction

Relation extraction research aims to extract semantic re-

lations from unstructured data, including sentences, docu-

ments, or conversations. Relation extraction is essential in

information extraction and knowledge base construction be-

cause it can extract structured relational information.[1].

Many studies in existing relation extraction tasks have

achieved excellent performance by fine-tuning pre-trained

language models such as BERT [2] and RoBERTa [3]. In

addition, prompt-based learning studies that solve one of

the problems of fine-tuning, the gap between the learning

method in the pre-training phase and the method used for

fine-tuning, have achieved good performance in low-resource

environments. These studies effectively use the model’s im-

plicit knowledge in downstream tasks by adopting a pre-

trained language model as a predictor that directly performs

the cloze-style reasoning task [4].

However, these studies have only considered pre-trained

language models with a moderate size for relation extraction

and have used large generative language models. Research on

large generative language models such as GPT-3 [5], which

show strong generalization performance across natural lan-

guage processing fields has only recently begun to become

active. In the case of English language research, studies that

utilize or verify the generation ability of large language mod-

els in information extraction, which typically includes tasks

such as named entity recognition and relation extraction, are

already being addressed. For example, [6] verifies the low-

resource learning ability of large language models such as

GPT-3 in CoNLL, a representative benchmark for relation

extraction tasks, that is, the inference ability in a few-shot

example environment.
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At this point, the field of Korean relation extraction also

needs comparative indicators for research using such large-

sized language models, and research on effective prompting

that leads to effective inference of language models with a

large number of parameters is also essential. In particular,

reasoning ability in low-resource environments, which is the

strength of large language models, is a critical task in overall

natural language processing research, and relation extraction

research is also an important task to derive reasoning abil-

ity based on few-shot and zero-shot environments due to the

emergence of new relations. In the case of a few-shot envi-

ronment, implicit knowledge can be derived by providing in-

ference examples to a large language model through prompt-

based in-context learning. However, in a zero-shot environ-

ment, prompting technology is only used without examples

for inference. This makes it even more difficult because in-

ferences appropriate to the context must occur. Neverthe-

less, research on techniques for eliciting high-quality reason-

ing skills in a zero-shot environment is significant based on

the similarity to the real-world environment.

Therefore, this study conducts a comparative study on

methodologies for end-to-end relation extraction through

large language model generation technology in the relation

extraction task, a representative sentence classification task.

In addition, effectiveness in a zero-shot environment is veri-

fied and analyzed by introducing three methods: 1) general

prompting technique, 2) Chain-of-Thought (CoT) prompting

technique, and 3) Self-Refine prompting technique, for con-

ducting Korean relation extraction task. Quantitative and

qualitative comparative analysis of Korean relation extrac-

tion results according to each method is provided.

2. Methods

2.1 Vanilla Prompting

This section presents a general prompt (from now on re-

ferred to as vanilla prompt), including task instructions and

relation label information for performing the relation extrac-

tion task. Relation labels allow the model to perform in-

ference within 29 relations, excluding “no relation” for the

same evaluation as the KLUE benchmark baseline’s evalu-

ation method. Also, together with the relation label name,

an additional explanation is also provided which indicates

which relation each label represents.

In addition, a pair of subject and object is provided along

with the sentence as input to the model, and the entity type

corresponding to each entity is also provided. In the case of

entity types, based on what is given in the form of an abbre-

viation in the dataset, it is provided by replacing it in a more

explanatory form as follows; {‘PER’: ‘person’, ‘ORG’: ‘orga-

nization’, ‘DAT’: ‘date and time’, ‘LOC’: ‘location, ‘POH’:

‘other proper nouns’, ‘NOH: ‘other numerals’}

2.2 CoT Prompting

An additional prompt for the application of the CoT

methodology is provided (“Let‘s think step-by-step

...”), and essential information, such as the task instruc-

tions, is also guided, the same as the vanilla prompt.

2.3 Self-Refine Prompting

The prompt structure for the Self-Refine method is as fol-

lows. In Phase 1, the initial relationship inference results of

the language model are generated in the same way as the

vanilla prompting method. The response generated in this

way is provided again along with the target sentence and

(subject, object) pair in Phase 2, along with a newly defined

refining prompt that guides a new task. The model is en-

couraged to provide feedback on its existing responses and

re-infer relationships based on them. In the original study

that proposed the methodology, in some cases, iterative out-

put improvement was performed up to four times. However,

in this study, the output after one improvement process is

used as the final result due to the API cost.

3. Experiments

The KLUE benchmark’s relation extraction corpus 1 was

used as the dataset for the experiment, and inference work

was performed by randomly extracting 300 relationship sam-

ples from the validation dataset. For the target giant lan-

guage model for the experiment, ChatGPT (gpt-turbo-3.5-

0613) was adopted. The performance was calculated through

three random seed settings, and their average values are de-

scribed. Micro F1 (%) score used to evaluate the relationship

extraction task of the KLUE benchmark was calculated as

an indicator for performance evaluation.

According to the experimental results in Table 1, when the

vanilla prompting was applied, it showed the highest perfor-

mance with an average performance of 52.56% and achieved

1https://github.com/KLUE-benchmark/KLUE
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Table 1. Zero-shot relation extraction performance of three

methodologies (Vanilla, CoT, Self-Refine) on the KLUE val-

idation dataset.

Method Vanilla CoT Self-Refine

Micro F1

51.67 40.67 45.00

50.33 40.00 42.33

55.67 38.67 44.67

Avg. 52.56 39.78 44.00

a difference of at least 8.56%p, compared to other method-

ologies. Based on overall performance, we observed that the

prompting order with the highest F1 score is Vanilla → Self-

Refine → CoT.

3.1 Conclusion

This study deals with a Korean zero-shot relation extrac-

tion study using a large language model that has recently

shown strong performance in most inference tasks in natural

language processing. In particular, when using the genera-

tion ability of a large language model to infer the relation-

ship between two entities from Korean sentences, experimen-

tal and analysis results were provided through a compari-

son between three prompting methodologies. In addition to

the general prompting methodology, which includes task in-

structions for extracting relations, etc., the inference results

obtained by applying the Chain-of-Thought (CoT) and Self-

Refine prompting methodologies, which have recently proven

their effectiveness in several other tasks, are compared and

analyzed.
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