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Abstract

Recently, most tasks have been incorporated into large language models, which have received a lot of attention

and research. In order to effectively utilize large language models, it is necessary to analyze the capabilities of

the model, but there is a relative lack of analysis and exploration for Korean. In this paper, we explore the

capabilities of large language models through a Korean grammatical error correction task. Grammatical error

correction task requires the ability to understand sentence structure and grammar and is an important task that

can affect user satisfaction. We analyze the performance of large language models by evaluating the zero-shot

and few-shot performance of ChatGPT on different types of spelling granularity. Our experiments show that

zero-shot performs best on punctuation errors and worst on rhetorical errors. We also observe that providing

more examples improves the overall performance of the model, but the performance gap between error types is

larger than in zero-shot.
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1. Introduction

Recently, the emergence of large language models (LLMs)

in the field of natural language processing, such as Chat-

GPT [1], FLAN [2], LLaMA [3], has attracted attention in

various tasks [4]. LLMs are considered to have the linguis-

tic knowledge to understand semantic information. In order

to effectively utilize large language models, it is necessary

to analyze the capabilities of the model. To this end, exist-

ing studies have explored the capabilities of LLMs in various

tasks. However, most of these studies have analyzed high-

resource languages such as English. Each language has its

own unique characteristics, and in particular, some studies

have shown that large-scale language models do not per-

form as well in low-resource languages as in high-resource

languages [5]. Therefore, it is necessary to explore and ana-

lyze large-scale language models in Korean in order to utilize

them more effectively in Korean.

To this end, we explore the capabilities of large language

models for Korean grammatical error correction (GEC).

Grammatical error correction is the task of detecting and

correcting errors in a given sentence. It is important to con-

vey the meaning of a sentence clearly and requires the abil-

ity to understand sentence structure and grammar rules and

generate words for correction. From a practical point of view,

it is utilized in post-processors to improve user satisfaction.

In this paper, we explore and analyze the performance of

a spelling correction task to understand the potential utility

of large language models for the Korean language. Specifi-

cally, we will analyze the performance of ChatGPT among

the large language models for various error types. We analyze

the performance of zero-shot and push-shot for four types of

errors (spacing, punctuation, numerical, spelling and gram-

matical) on the Korean spelling correction dataset. Fushot

examples are pre-sampled from the dataset to distinguish

them from the sentences that are the subject of the perfor-

mance measurements. The results show that zero-shot per-

forms best on punctuation errors and worst on rhetorical

errors, and that providing more examples improves the over-

all performance of the model. However, we observed a larger

performance difference between error types than in the zero-

shot case. This study provides an understanding of the capa-

bilities and limitations of large language models for Korean

spelling correction tasks, which we hope will provide useful

guidance for researchers.
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Figure 1. Performance by error type for Korean grammatical error correction tasks.

2. Task Formulation

This paper aims to verify the performance of a large lan-

guage model on a Korean spelling correction task using Chat-

GPT. The target of the validation is spelling errors that ap-

pear in sentences, which are subdivided into four types (spac-

ing, punctuation, numerical, spelling and grammatical). In

order to analyze the impact of the presence of examples on

performance, we randomly sample and split the few-shot ex-

amples by error type from the dataset and include them in

the model’s prompts to avoid overlapping with the validation

sentences. To analyze the spelling correction performance of

the Korean language, we use the API provided by OpenAI.

To compare the detailed performance of ChatGPT’s Korean

spelling correction, we explore the performance by error type,

and to analyze the performance when examples are given to-

gether, we configure four shots (1, 4, 8, 16) to investigate the

performance when examples related to the type of verifica-

tion target are given together.

3. Experiments and Analysis

Figure 1 shows a graph of zero-shot and few-shot BLEU

performance for each error type. When letting the large lan-

guage model do GEC, we can observe that few-shot outper-

forms zero-shot in all cases when the prompt is constructed

with examples related to each error type. Performance con-

tinues to improve as the number of accompanying examples

increases, but beyond a certain number of examples, the

performance improvement decreases. Based on the average

score, the difference between 1-shot and 4-shot is 58.50 and

70.97 in terms of BLEU score, which is an improvement of

12.47 points. However, the difference between 4-shot and 8-

shot is 4.03 points, which is about a third of the performance

improvement. The difference between 8-shot and 16-shot is

further reduced to 2.17 points. This shows that providing

more examples related to the error type helps improve per-

formance, but beyond a certain performance point, the per-

formance improvement is not proportional to the number of

examples provided.

4. Conclusion

The objective of this study was to assess the performance

of a substantial Korean language model in GEC task across

four error categories, namely spacing, punctuation, numeri-

cal, spelling, and grammatical errors. To evaluate the impact

of using specific examples related to these error types when

constructing prompts, we conducted an analysis employing

both zero-shot and few-shot techniques. The outcomes indi-

cated that, on the whole, zero-shot approaches yielded supe-

rior results compared to few-shot ones. However, the effec-

tiveness of including examples varied among the error sub-

types. These findings underscore the necessity for a nuanced

approach when harnessing large language models, depend-

ing on the specific error type. In future research, our goal is

to further harness the capabilities of large language models

by exploring more detailed error types and experimenting

with various effective prompting methods and examples to

enhance performance.
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