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Abstract

Current dialogue systems in real-world applications like smartphone assistants and car navigations are limited

to text-based interactions and single modality responses. They are not capable of understanding multi-modal

inputs, such as visuals or audio, limiting their utility in context-aware conversations. Although various video-

based dialogue systems have been developed using the AVSD dataset, most have focused on merely synthesizing

individual visual, image, and audio features. Research suggests that pre-training models to align image and

text features before applying them to specific tasks leads to better performance. Recognizing this gap and the

need for more advanced capabilities, the proposed model aims to perform AVSD using pre-trained image-text

features, aiming to enhance the system’s understanding of real-world contexts.
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1. Introduction

Recently, various dialogue systems are being applied to

real-world human-machine interfaces like smartphone assis-

tants, car navigation, voice-controlled speakers, and human-

centric robots. However, in these applications, all dialogue

is entered as text, and the content of the system’s response

is limited to a single modality. Current dialogue systems are

unable to understand multi-modality based inputs such as

visuals or voice audio, which means machines using these di-

alogue systems can’t have conversations about what’s hap-

pening around them. To develop a system capable of con-

versing about events occurring around the user, video-based

dialogue systems that are key in multi-modality scene recog-

nition are essential.

To this end, various video-based dialogue systems have

emerged using the AVSD (Audio Visual Scene-aware Dia-

log) dataset, but existing video-based dialogue systems have

focused on synthesizing individual visual, image, and audio

features [1, 2, 3]. However, it has been confirmed that mod-

els that first undergo pre-training to align image-text well,

and then use these features for specific tasks, show better

understanding capabilities in more tasks compared to sim-

ply synthesizing image, audio, and text features for a specific

task [4, 5]. Due to the fact that a model that performs AVSD

using these embeddings is absolutely necessary, we therefore

propose a model for performing AVSD (Audio Visual Scene-

aware Dialog) using image-text features.

2. Related Work

The CLIP (Contrastive Language-Image Pretraining)

model is a multimodal machine learning model developed

by OpenAI [4]. This model is designed to recognize images

related to text descriptions or conversely, generate text de-

scriptions appropriate for given images. CLIP is trained us-

ing a contrastive loss function that strengthens the positive

correlation between text and images while weakening the cor-

relation with other text-image pairs. This allows the model

to find relevant images when a text description is given or

generate appropriate text descriptions when an image is pro-

vided. It is pre-trained on a large dataset of text and image

pairs and is designed to perform well in various visual tasks.

Similarly, BLIP-2 [5] bootstraps vision-language pretraining

using existing pre-trained image encoders and large language

models. BLIP-2 employs a lightweight Querying Transformer

that has been pre-trained in two stages to bridge the gap

between modalities. In the first stage, vision-language rep-

resentation learning is bootstrapped using a pre-trained im-

age encoder. In the second stage, generative learning from
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vision to language is bootstrapped using a pre-trained lan-

guage model.

3. Proposed Method

The proposed model enhances video understanding by uti-

lizing pre-trained embeddings that are aligned for image-

text, and also leverages behavioral cues necessary for under-

standing the video. The proposed model works as follows: 1)

It acquires text embeddings by encoding the dialogue using

an image-text pre-training model, and obtains image em-

beddings by encoding frames from the video. It also identi-

fies what kinds of sounds are present in the audio using the

cosine similarity between embeddings. 2) It calculates the

similarity between the encoded dialogues and frames to ex-

tract relevant frames. 3) It predicts salient behavioral cues

from these frames. Finally, 4) it generates utterances using

the dialogue, predicted behavioral cues, and auditory cues.

In other words, the proposed model performs encoding

for text, video, and audio, and calculates the frames most

relevant to the conversation using CLIP [4]. It then pre-

dicts prominent behavioral cues from the frames with the

highest similarity. Additionally, it predicts what kinds of

sounds are present in the video to acquire auditory cues with

BEATs [6]. Using these acquired cues along with the existing

conversation history, it generates the next utterance utiliz-

ing BART [7]. In this process, the pre-trained image-text and

audio models are both frozen in terms of parameters and are

not fine-tuned.

4. Conclusion

Although various dialogue systems are currently being ap-

plied in the real world, most are text-based and unable to

handle multi-modality, missing crucial behavioral and au-

ditory cues. In this paper, we propose a new video-based

dialogue system to address this issue, utilizing image-text

alignment and behavioral cues.
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