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Abstract

Empathy is essential for building social bonds in human interactions. While large language models (LLMs) excel

in generating fluent dialogue, they often fail to provide emotional support, focusing instead on solutions. This

paper presents a method to enhance empathetic response generation in conversational agents, using a dataset

aligned with stages of dialectical behavior therapy. A new metric is also proposed to assess the model’s ability

to generate emotionally supportive responses. Experiments show significant improvements in both empathy and

DBT.
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1. Introduction

Empathy is essential for effective social interactions and

fosters stronger social connections through caring actions [1,

2]. In counseling and psychotherapy, it builds trust and helps

relieve emotional distress [3, 4, 5, 6].

Nonetheless, challenges arise when individuals are hesi-

tant to openly share their emotions [7, 8]. To tackle this

issue, virtual therapy and AI chatbots designed to pro-

vide empathetic interactions have been developed [9]. De-

spite advances, LLMs often generate repetitive and emotion-

insensitive responses, which can negatively affect user satis-

faction [10, 11].

This study introduces a new approach to developing empa-

thetic conversational agents using LLMs. We present DBT,

inspired by dialectical behavior therapy [12], which out-

lines four empathy stages: listening, reflecting accurately,

acknowledging emotions, and providing genuine responses.

Our model integrates these stages to improve empathetic re-

sponses.

We created a dataset with responses categorized as ”cho-

sen” or ”rejected” based on their adherence to these em-

pathy stages and employed Direct Preference Optimization

(DPO)[13] to train the model. Our results indicate that this

approach significantly enhances general response quality. We
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also introduce a straightforward metric to evaluate how well

responses adhere to DBT.

2. Method

2.1 Supervised Fine Tuning (SFT)

We refine the language model using existing datasets of

empathetic dialogues to boost its ability to generate empa-

thetic responses. The dialogues are organized into multi-turn

interactions, and the model is trained to produce appropri-

ate responses based on the conversation history. The effec-

tiveness of the model is measured by how well its responses

fit the context of the dialogue.

2.2 Direct Preference Optimization (DPO)

To further develop the model’s capacity for DBT, we em-

ploy Direct Preference Optimization (DPO)[13]. We build

a human preference dataset by using ChatGPT(gpt-3.5-

turbo) [14] to generate responses based on conversation his-

tories and DBT principles. Responses are classified as ”cho-

sen” or ”rejected” depending on how well they adhere to the

DBT.

3. Results

We evaluate both the general dialogue generation capa-

bilities and the ability to generate empathetic responses. We

compare the impact of applying supervised fine-tuning (SFT)
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Table 1. Experimental results for each baseline using the ES-

Conv dataset

B-4 R-L Dist Our Metric

Llama-3-8B 0.11 10.78 13.02 0.2753

+ SFT 0.29 13.40 33.40 0.0255

+ DPO 0.07 10.55 12.85 0.2087

+ SFT + DPO 0.38 13.62 33.70 0.0205

Mistral-7B 0.05 8.58 7.45 0.2835

+ SFT 0.11 14.30 33.40 0.0672

+ DPO 0.06 8.10 6.75 0.2735

+ SFT + DPO 0.12 14.25 33.65 0.0508

Gemma-7B 0.20 2.98 3.05 0.1885

+ SFT 0.21 2.85 2.90 0.2002

+ DPO 0.34 5.75 12.35 0.1304

+ SFT + DPO 0.40 5.85 12.80 0.0175

and direct preference optimization (DPO) to assess the ef-

fectiveness of our methods. The results, detailed in Table 1,

show that despite the limitations of traditional metrics in

evaluating empathy, applying SFT and DPO generally en-

hances performance across all models. Our proposed metric

also shows significant improvement in DBT with the use of

SFT and DPO, particularly with DPO providing the most

substantial gains. This indicates that our approach using the

human preference dataset and DBT theory effectively im-

proves response generation.

4. Conclusion

This study introduces an innovative training methodology

to enhance LLMs’ ability to generate empathetic responses,

based on a framework of four stages of DBT. We present

a human preference dataset grounded in DBT theory and

demonstrate that DPO improves model performance. We

also propose a simple yet effective metric for evaluating em-

pathy in LLM-generated responses. Our experiments confirm

that integrating DBT significantly enhances empathetic di-

alogue capabilities in LLMs. This research lays the ground-

work for future developments in empathetic dialogue agents

and training methods aligned with human preferences.
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