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Abstract

Translating the Jeju dialect to English is challenging due to limited training data and distinct linguistic features.

This study presents a lexical-based embedding transfer method that utilizes a parallel Standard Korean-Jeju word

dictionary. By expanding token embeddings through the parallel dictionary, we effectively transfer embeddings

from Standard Korean to the Jeju dialect. Using a dataset of 7,198 word pairs and a GPT-4 generated test set,

our method significantly improves BLEU scores for Jeju-English translations compared to baseline models, while

maintaining translation quality for Standard Korean. These results demonstrate the effectiveness of embedding

transfer in enhancing machine translation for low-resource languages.
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1. Introduction

Advancements in deep learning and natural language

processing, particularly with Transformer-based models,

have significantly improved machine translation performance

across many languages [1, 2]. However, low-resource lan-

guages like the Jeju dialect still face challenges due to scarce

parallel corpora and unique linguistic characteristics [3].

The Jeju dialect shares lexical similarities with Standard

Korean but differs in vocabulary and grammar, limiting the

effectiveness of existing Korean-English translation models

for Jeju-English tasks. Addressing this gap requires inno-

vative approaches that can efficiently leverage available re-

sources without relying on large-scale parallel corpora.

This study introduces a lexical-based embedding trans-

fer method to enhance Jeju-English translation by utilizing

a parallel Standard Korean-Jeju word dictionary. Our ap-

proach involves expanding token embeddings with the par-

allel dictionary, enabling effective embedding transfer from

Standard Korean to the Jeju dialect in a single step.

We constructed a dataset of 7,198 Standard Korean-Jeju

word pairs and developed a test set using GPT-4 for evalua-

tion. Experimental results demonstrate significant improve-

ments in BLEU scores for Jeju-English translations com-
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pared to baseline models, validating the effectiveness of em-

bedding transfer in low-resource scenarios.

These findings highlight the potential of embedding trans-

fer techniques in improving machine translation for under-

represented languages, contributing to greater linguistic ac-

cessibility and diversity.

2. Methods

In this study, we propose an embedding transfer technique

to construct an English translation model for the Jeju di-

alect, which suffers from insufficient training data, by lever-

aging a pre-trained Korean-English translation model. The

proposed method is implemented in a straightforward and ef-

ficient manner through embedding expansion using parallel

word dictionaries.

Embedding expansion involves utilizing a parallel word

dictionary of Standard Korean and Jeju to transfer the em-

beddings of existing Standard Korean tokens directly. For

each given word pair, the procedure outlined in Equation 1

is followed.

if x ∈ Vocab,

Vocab := Vocab ∪ {y}

Emb(y) = Emb(x)
(1)

Given a set of parallel word dictionaries (X,Y ), if a Stan-

dard Korean word (x) exists in the tokenizer’s vocabulary,
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the corresponding Jeju word (y) is expanded. In this process,

the embedding of the expanded token y is initialized with the

embedding value of token x. For example, if the Standard

Korean word “아버지” corresponds to the Jeju word “아방”,

and the “아버지” token exists in the tokenizer’s vocabulary,

the “아방” token is newly added, and its embedding is trans-

ferred from the “아버지” embedding.

3. Experiments

Datasets To apply the proposed methodology, a dataset of

word pairs between Standard Korean and Jeju dialect is es-

sential. For constructing these word pairs, we utilize the dic-

tionary provided by the Jeju Provincial Government∗. This

dataset comprises a total of 7,198 word pairs.

Evaluation To evaluate the performance of the

embedding-transferred model, we establish a test dataset

for Jeju dialect-English translation. We randomly sample

30 word pairs from the entire set and employ GPT-4 [4]

to generate the test set. Each pair includes a Standard

Korean sentence, its Jeju dialect counterpart, and the

corresponding Standard Korean translation. To assess the

translation quality from Jeju dialect to English using the

proposed method, we analyze the accuracy and quality of

the translated sentences by calculating the BLEU score [5].

Model For the experiments, we utilize the pre-trained

Korean-English translation model, nllb-finetuned-ko2en†

which fine-tuned nllb-200-distilled-600M [6]

4. Results

Table 1. Comparison of translation performance Between

Baseline and Proposed Method

Method Language BLEU-1 BLEU-2 BLEU-3 BLEU-4

Baseline
Standard 11.9686 9.8711 8.7097 7.0273

Jeju 9.2597 6.5267 5.1702 3.6597

Ours
Standard 11.9686 9.8711 8.7097 7.0273

Jeju 10.6247 8.4213 7.0377 5.2212

Table 1 compares the translation performance of the base-

line model with our proposed method. For the Standard lan-

guage, both methods achieve identical BLEU scores across

∗https://www.jeju.go.kr/culture/dialect/dictionary.

htm
†https://huggingface.co/NHNDQ/nllb-finetuned-ko2en

all n-gram levels, indicating that the proposed embedding

transfer technique does not adversely affect the translation

quality of Standard Korean.

In contrast, for the Jeju dialect, our proposed method

demonstrates substantial improvements in BLEU scores at

all n-gram levels compared to the baseline. Specifically,

BLEU-1 increased from 9.2597 to 10.6247, BLEU-2 from

6.5267 to 8.4213, BLEU-3 from 5.1702 to 7.0377, and BLEU-

4 from 3.6597 to 5.2212. These enhancements highlight the

effectiveness of the embedding transfer approach in augment-

ing the translation quality for Jeju dialect-English transla-

tions.

Table 2. Examples of Translation Results for Jeju Sentences

Pairs Category Generation

[몇:멧]

Standard오늘 며칠이에요?

Jeju 오늘 멧날이예요?

English What date is it today?

Baseline Is it a wildcat today?

Transfer What date is it today?

[네:늬]

Standard네가 그 문제를 해결할 수 있을까?

Jeju 늬가 그 문제를 해결할 수 있는까?

English Can you solve that problem?

Baseline Can Ni solve the problem?

Transfer Can you solve the problem?

This table effectively showcases examples of how the pro-

posed embedding transfer method improves translation qual-

ity for Jeju dialect-English translations compared to the

baseline model. It highlights specific instances where the

baseline model fails to accurately translate Jeju dialect nu-

ances, and how the transfer method rectifies these errors,

thereby demonstrating its efficacy.

5. Conclusion

This study addresses the creation of an English translation

model for the Jeju dialect, which suffers from limited training

data. By leveraging a pre-trained Korean-English translation

model and implementing an embedding transfer technique

using a parallel Standard Korean-Jeju dialect dictionary, we

successfully enhanced the translation quality for Jeju dialect-

English pairs.

Our quantitative evaluation demonstrated significant im-

provements in BLEU scores for Jeju dialect translations

across all n-gram levels when compared to the baseline
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model, while maintaining the performance for Standard

Korean. Additionally, qualitative examples highlighted the

method’s ability to accurately capture Jeju dialect nuances,

effectively correcting translation errors present in the base-

line.

These findings indicate that embedding transfer is an ef-

fective approach for improving machine translation in low-

resource languages. Future work will explore expanding the

parallel dictionary and integrating more advanced transfer

learning techniques to further enhance translation accuracy.
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